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CHAPTER 7 

Comprehension and 
Situation Awareness 

Francis T. Durso 
Texas Tech University, USA 

Katherine A. Rawson 
Kent State Universitjj USA 

and 

Sara Girotto 
Texas Tech University, USA 

The central role of comprehension in human cognition has been recognized by both basic 
and applied researchers. Basic research in comprehension, conducted under the rubrics of 
text comprehension, language processing, and reading research, is a large part of the field 
of psycholinguistics in particular and cognitive science in general. Applied research in 
comprehension, conducted under the rubric of situation awareness (SA), is a large part of 
the field of cognitive ergonomics in particular and human factors in general. 

Although SA has (many) very specific definitions in the literature (e.g., Endsley 1990; 
see Rousseau et al. 2004), in this chapter we think of SA as comprehension, or under
standing, of a dynamic environment. In fact, the origin of the term SA in aviation high
lights comprehension: the component of tactical flight operations which involves the pilot's 
understanding. There are some advantages to this way of thinking. The term comprehen
sion carries less baggage than does the term awareness. For example, comprehension 
allows for implicit (e.g., Croft et al. 2004) as well as explicit (Gugerty 1997) information. 
It may also help applied researchers sidestep semantic entanglements, like SA as product 
and SA as process. Finally, the term comprehension acknowledges the connections to the 
large basic research database on reading comprehension from which SA work has bene
fited, and invites continued comparisons between comprehension of dynamic situations 
and comprehension of text. 

Lack of understanding when performing complex cognitive tasks can have dramatic 
consequences (see Casey 1993; Chiles 2002). The incident at Three Mile Island was a 
result of operators draining coolant because they misunderstood the coolant level to be 
too high. As another example, nearly 5000 people died between 1978 and 1992 in flights 
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that were under control but flown into terrain (CFIT: controlled flight into terrain). 
According to Woodhouse and Woodhouse (1995), 74 per cent of these CFIT accidents 
were due to a lack of awareness on the part of the !light crew, as opposed to non-adher

ence or proficiency/skill failure. Similarly, Durso et ul. (1998b) reported that 62 per cent 
of the operational errors while controlling tlights between airports (en route) were made 
by air traffic controllers unaware that a loss of separation was developing. In many 

domains, superior performance is linked to superior SA, and not to other, less cognitive 
skills. For example, Horswill and McKenna (2004) argue that of all the component~ of 
driving the only one that correlates with safety is SA, and not for example vehicle control 

skills. 
Currently, there is no clear consensus on how operators understand the dynamic envi

ronment in whkh they work. There are efforts to understand SA from a variety of per

spectives. Although it is possible to look at SA from perspectives other than cognitive 
information-processing (cf. Adams er al. 1995), there is certainly reason to treat SA as a 
cognitive con~truct (Endsley & Bolstad 1994; Endsley 1995; Durso & Gronlund 1999). 

As examples, Carretta et al. (1996) asked which abilities and personality traits predicted 
SA in F-15 pilots. They used cognitive mca~u res of working memory, ~patial ability, time 

estimation, and perceptual speed. Psychomotor skill s <md the Hig Five personality traits 
were also asse-;scd. SA was determined hy judgments of peers and supervisors using a 
Likert scale ranging from 1 (acceptable) to 6 (outstanding). When flying experience was 
controlled, general cognitive ability was found to predict SA, but not psychomotor skills 

or personal ity traits. Similarly, O' Hare (1997), using an SA measure requiring pilots to 
"scan multiple information sources, evaluate altematives, establish priorities, and select 
and work on the task that bas the highest priority at the moment" (WOMBAT; Roscoe 

1997), was able to discriminate elite pilots from ordinary pilot~. Chaparro er al. (1999) 
showed that drivers' ability to recognize haz.ards was dependent on their divided and 
selective attention ability. 

Endsley and colleagues have championed a general cognitive approach in the literature. 
In 1995, Endsley sketched a framework of lhe cognitive processes likely to underlie SA. 
In this chapter. we add to that work by borrowing from the reading comprehension litera

ture to specify more precisely at least one possible sequence of processes that gives rise 
to understanding of dynamic situations. As in the reading comprehension literature, in 

this chapter comprehension is not viewed as one stage in a serial sequence of stages. To 
us comprehension is the phenomenon that ~:merges from an orchestra of cognitive proc
esses. Perception is involved in all comprehension, but, perhaps less obviously, so are 
top-down, predictive processes, and bottom-up event integrating processes. Thus, although 
we breuk down the comprehension process into constituents for the sake of exposition, all 

component processes operate in a highly integrated fashion. 
Thinking of SA as something like reading comprehension, but in a dynamic environ

ment, is the analogy that drives this chapter. Thus, unlike the previous coverage of SA in 

the first edition of this book (Durso & Gronlund 1999), which let the extant literature 
direct the shape of the review, this chapter takes a somewhat more top-down approach. 
Our intent here is to review the literature on SA, but to do so in the context of a model 
of situation comprehension. By so doing, we explore the appropriateness of an analogy 
w ith reading comprehension for furthering understanding of SA, and review lhe literature 

that has accumulated since the Durso and Gronlund review of SA. Like all analogies, 
there are limits, but comparing something poorly understood (e.g., SA) to something well 
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understood (e.g., reading comprehension), has been useful in every scientific domain 
(e.g., Oppenheimer 1956). 

MEASURING COMPREHENSION 

We begin our analogy with methodology. Because basic and applied investigators have 
differed in !heir epistemic goals, thei r methods have also differed. Basic cognitive research 

explains comprehension hy characteriz.ing the underlying cognitive mechanisms involved. 
In order to do this, researchers have developed particular methodologies that are used in 
relatively simple, controlled experiments. Because those experiments are about language, 

the domain is almost universally static text. The empirical facts that have emerged from 
this work have allowed researchers to reach a surprising level of consensus on the theoreti
cal underpinnings of comprehension. Of course, particular models differ in their specifics. 
but researchers interested in comprehension in reading agree on much. 

Measuring Text Comprehension 

A wide variety of measures has been developed to measure text comprehension. The kinds 

of measures used in text comprehension research may be roughly grouped into three 
categories, as shown in Table 7. 1. 

Self-report Measures 

Self-report measures include those in which individuals are asked to report their subjective 
beliefs about their comprehension (metacomprehcnsionjudgments) or report on their own 

thinking during comprehension (verbal protocols). Understanding individuals' beliefs 
about and conscious experiences of their own comprehension may be important for under
standing their subsequent judgments and behaviors. However, metacomprehcnsion judg

ments and verbal protocols are limited in the extent to which they can be used a.~ measures 
of comprehension and in the extent tO which they reveal the nature of underlying cognitive 
processes. 

Accuracy Measures 

The second category includes objective measures of comprehension in which accuracy is 
the primary dependent variable of interest. These objective measures can be further 
divided into those that primarily measure memory for text content and those that primarily 

mca~ure deeper comprehension (Kintsch 1994), although no measure provides a "pure" 
a.~sessment of either memory or comprehension. Note this important distinction between 
memory and comprehension- an individual could mernoriz.e this paragraph well enough 
to recite it without really understanding the concepts or ideas in it. Conversely, most of 
our readers will understand this paragraph quite well while reading, although they may 
not be able to remember many of the specific details afterwards. 
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Table 7.1 Kinds of measures used in text comprehension research 

Task 

Self-rt>purt measures 
Metacomprehension 

judgments 

Verbal p rotocols 

Perfom1ance accuracy 
measures 

Memory measures 
Recall 

Recognition 

Comprehension 
m ea sures 

Inference questions 

Transfer problems 

Concept organi:>:ation 

Descriptions and examples 

judging how well a text has 
been understood 

Predicting how well one will 
do on a test 

Estimating how well one has 
done on a test 

Unconstrained "thinking out 
loud" while reading 

Answering open-ended 
questions while reading 
(e.g., aiter each sentence 
oi a narrative, explaining 
why the event described 
therein happened) 

free recal l (e.g .. "Write down 
everyth ing you r:an 
remember from the text 
you just read") 

Cued recall (e.g., " W hat is the 
definition of ?") 

e.g., "Which of the following 
sentences appeared in the 
text you just read?'' 

e.g., "Which item below is the 
definition of ?" 

Forming a connection between 
two ideas that was not 
explicitly staterl in the text, 
iorming a connection 
between an idea and 
relevant prior knowledge, or 
drawing valid conclusions 
irom ideas stated in the text 

Applying principles from one 
domain to new problems in 
another domain 

Drawing concept maps or 
diagrams, concept sort ing, 
similarity judgments 

Sample references 

Rawson eta/. (2002) 
Thiede and Anderson (20031 
Maki (1 ~l9!! ) 
Rawson and Dunlosky (2002) 
Maki et ,1/. (1990) 
Maki et al. (1994) 
Kendcou and van den Broek 

(2005) 
Suh and Trabasso (1993 ) 
Magliano eta/. (1999) 

Kintsch (19~J8) 
Rawson and Kintsch (2004) 

Myers eta/. (19B7) 

Zwaan t1994) 
Kintsch et a/. (1990) 

Mayer et al. (1996) 
Mayer and Jackson (2005) 

Rawson and Kintsch (2005) 

Mci'\amara and Kintsch 
(1996) 
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Table 7.1 Continued 

Task 

Pertcmnancc lime 
measures 

Self-paced reading times 

Eye movements 

Implicit query 
Lexical decision 
Naming 
Recognition 

Explic_it query 

Descriptions and examples 

Computer presents units of 
material (words, phrases, 
sentences, or paragraphs) 
one at a time and individual 
advances through units at 
own pace; amount oi time 
spent reading each un it is 
recorded. Reading times in 
different experimental 
conditions re of ten 
compared. Correlations 
between read ing t imes and 
variables oi theoretical 
interest arc often computed 

Intact text material is p resented 
and eye tracking equipment 
records {a) amount of time 
spent looking at each region 
and (b) the pattern of eye 
movement between regions 

Reading is interw pted at target 
locations by a probe 
presented for spePded 
response. These measures 
are typically used to estimate 
the activation level of a 
Ia rget <:<>nc:ept, based on the 
extent to which response 
ti mP.s to the target are faster 
than to a control. 

Decide whether a string of 
letters forms a word 

Pronounce a word as fast as 
possible 

lnrlicate whether a word 
appeared in the text j ust 
read 

Rcadi ng is interrupted at target 
locations by a question 
requiring a speeded response 
(e.g., the sentence "Bob 
believed Bill because he was 
gull ible" is followed by the 
query, " W ho was gull ible?") 

Sample references 

Graesser el a/. (1980} 
M illis eta/. (1 9~!8) 

Just and Carpenter (1980) 
Rayner (1998) 
Wiley and Rayner (2000) 

Long eta/. (1992} 
Klin eta/. (1 999) 
W iley cc a/. (2001) 
M cKoon et a/. (1996) 
Singer ct a/. (1992) 
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In most studies using accuracy measures, individuals read an entire text and later answer 
questions hascd on the text material. These measures are u~eful for understanding the 
product readers acquire from a text and the extent to which this information can be 
retained and used subsequently. However, these measures arc limited for investigating the 
nature of the processes involved during reading. For example, 1f an individual cannot 
answer an inference question after reading a text, it does not mean that inferential process
ing was not taking place during reading (the inference may have been computed hut then 
forgotten). Likewise, the ability to answer the question does not necessari ly mean that the 
inference was made during reading (the inference may have been made at time of test). 

Latency Measures 

The third category includes measures in which latency is the primary dependent variable 
of interest. In contrast to the first two kinds of measure, these tasks are accepted as more 
useful for studying the nature of the underlying cognitive processes and the mental rep 
resentations involved during reading because the measures arc taken at the time of 
processing (vs. measuring the product after process has been completed, i.e., the repre
sentation that is still available after the reading task). For example, to explore whether 
individuals make predictive inferences while reading, Klin ct al. (1999) presented readers 
with short stories in one of two versions, one that was consistent with a target predictive 
inference and one that was not. To illustrate, one story described the protagonist either as 
having lost his job or as having been given a healthy raise. The story then goes on to say 
that the protagonist really wanted to give his wife something special for her birthday. and 
he noticed a beautiful ruby ring sitling unallended on a department store counter. The 
story ended with "He quietly made his way closer to the counter." Immediately after the 
last sentence, the word STEAL appeared on the screen and participants simply had to say 
the word aloud as quickly as possible. People were faster to say the word when the man 
had been described as losing his job than when he had been described as gelling a raise. 
Presumably, readers had already activated the concept steal in the former case because 
they predicted that he was going to steal the ring from the counter (vs. buy it in the latter 
case). 

One measure of Lime that has been particularly informative in reading research is fixa
tion duration or dwell time. Key a~sumptions have allowed eye movement n:sean.:h in 
reading to have powerful implications for underlying cognition (Jll';t & Carpenter 1980). 

According to the immediacy assumption, interpretation of a stimulus (e.g., a word) begins 
as soon as the stimulus is fixated. According to the eye-mind asmmption, "the eye 
remains fixated on a word as long as the word is being processed ... there is no appreci
able lag between what is being fixated and what is being processed" (Just & Carpenter 
1980, pp. 330-331). 

In summary, performance time measures such as these can support fine-grained analy
sis of the mental representations and processes involved during comprehension. ln the 
text-comprehension literature. the adoption of one performance time measure over another 
often depends upon weighing tradeoffs between task intrusiveness that may disrupt or 
alter normal comprehension processing versus the ease of interpreting the data that arc 
acquired. When possible. the use of converging methods is routinely recommended (e.g., 
Klin et al. 1999 ). 
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Measuring Comprehension of Dynamic Environments 

A variety of different measures has been developed to measure SA. One scheme (Durso 
& Gronlund 1999) classifies measures into three general types: subjective measures, query 
methods, and implicit performance measures. Such a classification can be productively 
compared with a classification that comes from our analogy to reading comprehension: 
self-reports, accuracy, and time (see Table 7.2). 

Subjective Measures 

Subjective measures, as in reading research, typically require the operator to make self
judgments about understanding. One of the most well-known subjective measures is the 
Situation Awareness Rating Technique (SART) developed by Taylor (1990), which requires 
operators to make judgments along a number of dimensions, some of which capture 
impressions of workload, whereas others capture more cognitive dimensions. 

As with reading comprehension, subjective measures of SA are metacomprehcnsion, 
not comprehension, measures. However, this does not mean that subjective measures arc 
nut useful. In most industrial situations, it is very important that objective SA and subjec
tive judgments of SA coincide. In a future where the operator must decide whether to turn 
on an intelligent aid. or in the present where the operator must admit he needs help, 
research on meta-SA is needed. Nevertheless. these measures reveal nothing about the 
underlying processes of comprehension. 

Unlike in reading research, we also find a few subjective measures based on ub~·erver 

reports. Unlike reading, in dynamic environments controlled by operators, it is at least 
possible that behaviors signal the level of situation comprehension. Efforts to formalize 
such experiences have asked subject matter experts (SMEs) to observe the operator's per
formance and then to rate the participant's level of SA; the Carretta et at. (1996) study 
with F-15 pilots discussed earlier is one example. Sec also SA/BARS (Neal et a/. 
1998). 

Accuracy Measures 

By analogy to the reading comprehension literature, SA measures using accuracy as a 
dependent variable tend to measure the product of situation awareness, that is. the final 
product of the situation comprehension processes; for example, location of own ship, 
awareness of the mode of the aircraft, and navigational awareness are SA products in 
aviation. SA accuracy measures include query methods and implicit performance meas
ures. Query methods explicitly ask the operator to report a piece of task-relevant informa
tion (see Jeannot et al. 2003 for a review). Implicit performance measures examine how 
an operator responds to an SA-revealing event embedded, either naturally or by clever 
experimenters, into the scenario. It is of fundamental importance that the tasks used as 
implicit performance measures of SA can be performed successfully by an operator with 
good SA hut unsuccessfully by one with poor SA. Similarly, event detection (Gugerty & 
ralzetta 2005) requires the operator to detect particular embedded events, like ~werves 
or decelerations. 
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As Tahle 7.2 suggests, most objective measures of SA, whether query methods or 
implicit performance methods, rely on accuracy. Examining accuracy i~ valuable for 
understanding which types of information about a certain situation the operator retains. 
The mo~t widely used query method, the Situation Awareness Global Assessment Tech
nique (SAGAT), developed by Endsley (1990), relies on accuracy. In order to administer 
this measure (see Jones & Kaber 2004), the experimenter prepares a series of questions 
relevant to the task the operator will have to perform. The simulation is stopped at points, 
and all the information relevant to the task is physically removed from the operator who, 
at that point, is asked to answer the questions previously prepared. In addition to the pos
sible effects that the intrusiveness of the method might cause, SAGAT has been criticized 
for relying too heavily on conscious memory (e.g., Sarter & Woods 1991; Durso et al. 
1998a). The criticisms raised by reading comprehension researchers apply here as well : 
If the operator does not have a good picture of the situation when queried, that does not 
mean that she did not have the picture while performing the task. A common example is 
highway amnesia. Although the driver may wonder if she stopped at the traffic light for 
which she has no memory, failure to answer correctly does not mean she had an SA failure 
at the traffic light. Underwood et al. (2002) showed that experienced drivers can be inac
curate in judgments about what they looked at just moments ago. The contrary can hold 
as well: An operator may form a mental image at the point of query that may differ from 
the one actually present during task performance. 

Latency Measures 

Methods that use time a~ a dependent variable are a step toward investigating the cognitive 
processes that underlie situation comprehension. Accuracy tells us about SA only when it 
fails; response time has the potential to help us in inve~tigating what happens when SA 
succeeds. This logic led to the use of response time to understand human memory and 
opened research into semantic memory and knowledge structures (Lachman et al. 
1979). 

Thus far, only a few measures have been developed to measure SA using response time, 
although many can certainly be adapted. Some are implicit performance measures. For 
example, Busquets et al. (1994) had participants land on one runway while another ai rcraft 
was to land O!l another runw·dy. Occasionally, the second a ircraft would deviate and try 
to land on the fi rst runway. The time to take action to avoid the second aircraft was the 
implicit performance measure of SA. 

Query methods collecting response time have also been developed. In the Situation
Present Assessment Method (SPAM; Durso et al. 1998a; Durso & Dattel 2004), the 
operator is given unsolicited requests for information (hence the unusual acronym) while 
he or she is performing the task. For example, the operator can be asked which one of 
two airplanes has the lower altitude or, given the current speed, which one will reach a 
waypoint first. The logic of SPAM is that if the information is immediately available to 
the operator, response time to the query should be short. lf the infonnation is not available, 
hut the operator knows where to find the information, then response time will be longer, 
but not as long as the case in which the operator does not know where to find the informa
tion. Thus, SPAM leaves the operator in context and assumes that knowing where to fi nd 
a piece of information could be indicative of good SA, even if the information was not 
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available in memory. In fact, if a piece of information was immediately available in the 
environmenl, it might be a poor idea to use limited resources to remember it. Other details 
including bow to eliminate workload effect~ and how to construct the queries can be found 
in Durso and Dauel (2004). SPAM has recently spawned other measures (Jeannot el al. 
2003). 

SPAM has been shown to improve prediction over a large battery of psychological 
tests (Durso et al. in press) . Performance on an ATC simulator was predictable from 
various cognitive and occasionally noncognitive variables. Of importance here was the 
finding that SPAM improved predictability of handoff delay times and air traffic errors 
above and beyond the battery of standard tests. but oft~line queries using accuracy did 
not. Thus, an SA measure like SPAM was able to capture additional variance in 
performance. 

Finally, for fixation duration or dwell time, it is not clear how, or even if, the eye
movement assumptions from text comprehension, hold in a dynamic environment. Rather 
than process a stimulus and then move on to the next without revisiting the stimulus as 
does a skilled reader, the skilled industrial operator makes many small fixations (about 
2.5/s), revisiti ng display~ for very brief periods (Moray 1990). ln the literature there are 
cases in which experts have longer fixations (Williams & Davids 1998), cases in which 
their fixations are shoner (Crundall & Underwood 1998), and cases in which no diftt:r
ences in fixat ion durations an: found (Helsen & Pauwels 1993; Williams et al. 2002) 
between experts and novices. Perhaps the best way to understand the di fficulty in equating 
real-world dwell Limes and cognitive processing is to imagine where you look when 
driving in the country vs. in the city. Chapman and Underwood (1998) showed that drivers 
fixate longer on a rural road than an urban one. It seems unlikely that more cognitive 
processing is occurring on the rural road, and thus researchers must be careful in inter
preting eye fi xations in real-world dynamic environments, where the operator has choices 
and where the task is uncontrolled. 

Nevertheless, from more controlled, yet dynamic, situations there comes hope that 
fixation duration may reveal insights into SA. For example, when encountering a 
dangerous situation, hoth experts and novice drivers increase fixation durations (Chapman 
& Underwood 1998). There have even been findings in accord with some of the more 
suhtlc di scoveries in reading research. For example, when soccer players did not anticipate 
correctly, they tended to fixate on the player with the hall longer than during correct 
trials (Reisen & Starkes 1999). This result mirrors nicely those found in reading 
research when expectations are violated and the offending information receives a longer 
fixation. 

ln summary, meta-SA (i.e., self-report) measures are valuable in revealing metacogni
tive assumptions the operator is making when controlling a dynamic environment, but 
they tell us little about either the product of comprehension or the processes. SA accuracy 
mcao;urcs can tell us about the product of comprehension. Adding latency measures allow 
insights into the processes as well. Although SA and reading comprehension measures 
need not agree, they did show a number of similarities. Researchers in both fields must 
keep several important dimensions in mind when selecting measures, including temporal 
proximity, availability of external information, invasiveness, and congruence between the 
SA measure and the performance measure. For example, measures will be more informa
tive about the process of comprehension to the extent that they are temporally proximal 
to task performance, whereas measures that are taken after task completion are more likely 
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to reflect the products of comprehension. Finally, and perhaps most exciti ng, additional 
SA measures can be developed by adapting other reading comprehension measures (Table 
7.1) to dynamic environments. 

TOWARD A MODEL OF COMPREHENSION OF 
DYNAMIC SITUATIONS 

Jn this chapter, we use key assumptions from theories of text comprehension to motivate 
the development of a model of situation comprehension. To foreshadow, an important 
starting assumption is that text comprehension is not one process. Rather, comprehension 
is best thought of as a system of cognitive processes. These processes operate together in 
a coordinated fashion to encode and integrate various kinds of information. ln fact, the 
most widely accepted theoretical claim in text comprehension research is that comprehen
sion processes operate at three basic levels, with different kinds of information encoded 
at each level (Kintsch 1998). The surface level n:presentation includes the exact words 
and grammatical structures used to form the sentences. In contrast to the linguistic infor
mation encoded at the surface level, the textbase contains semantic information. That is, 
the textbase is the representation of the meaning that is extracted from the lingui~tic input. 
Finally, li ke the textbase, the situation model also contains meaningful information. 
However, whereas the textbasc primarily includes information that is explicitly stated in 
the text, the situation model integrates the textbase with prior world knowledge to form a 
fu ller representation of the situation being described in the text. A great deal of research 
has been dedicated to exploring the processes involved in encoding and integration at each 
of these levels. 

Using these theoretical assumptions of text comprehension models as a foundation, we 
propose a model of the comprehension of dynamic environments. A schematic of the 
model appears in Figure 7.1. Each component of the model is described hclow. To over
view, according to our model, situation comprehension involves several different cognitive 
processes that encode and integrate various kinds of information. By analogy to text 
comprehension, situation comprehension involves a surface level representation that 
includes the objects in the environment and the suuctural relationships between them 
(i.e., scenes). The even/base includes the semantic information that is extracted from the 
perceptual input. Finally, the situation model integrates the semantic information that can 
be derived from the external input with prior knowledge to form a fuller representation 
of the situation. 

An Illustration 

For illustrative purposes, consider an individual who is talking on a cell phone while 
driving. If she is particularly engaged in the phone conversation, she may fail to check 
her rearview mirror, an attentional failure at the surface level that results in inadequate 
sampling of information from the scene behind her. She may encode coarse-grained 
information about the presence of several cars in the lanes ahead , she may fail to encode 
the cascade of brake lights on the cars in front of her as they near an intersection . 
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Figure 7.1 A schematic of the model. At the surface lew!. the operator processes perceptual 
information : objects and scenes. Information from this level is added to the eventbase, which 
operates on the basis of promiscuous activation and pruning. A >killed operator will have a 
mental model containing relevant i nforrnation, like causation, relevant to the prototypica I situ
ation. The mental model, together with the ac tual situation, instantiates a situation model. 
Details of the model are contained in the text 

Even ir adequate surface-level information is processed, the extraction of semantic 
information may be inadequate, and thus our distracted driver may also have deficient 
eventbase processing. While sitting at the intersection. she may encode the perceptual 
features of the red light going off and a green arrow coming on, but fail to process the 
meaning of the green light (until the annoyed driver behind her sounds his horn). Simi
larly, as she approaches the four-way stop at the next intersection, she may encode the 
scene to her left in which a red sedan has just come to a stop. She may also encode the 
scene to her right in which a blue minivan rolls to a stop about the same time she does. 
However, what she may fai l to do is to integrate the spatial and temporal information from 
the two scenes and to extract the relevant semantic information - namely, the information 
that determines who has right or way and should enter the intersection first. 

Finally, our driver may have adequate surface and eventbase processing but may still 
have inadequate situation comprehension if the situation model fails. For example, our 
driver may process that the driver of an oncoming SUV appears to be oriented toward a 
child in the backseat. She may also integrate the spatial and temporal information from 
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this scene with information from the other scenes she has sampled, such as that the other 
three vehicles (hers induded) are reaching the intersection before the SUV. She may even 
successfully extract semantic information, such as encoding from the driver's facial fea
tures that he is yelling angrily at the child in the backseat. But if her situation model 
processing is incomplete, she may fai l to grasp the unfolding situation- i.e., although the 
man in the SUV does not have right of way, he is not attending to the intersection and is 
not slowing down. and thus our driver should infer the likely outcome that the SUV will 
run the stop sign. If she fails fully to represent the situation in this way, she may act based 
only on her eventbase representation (i.e., she has the right of way) thus initiating what 
wi II turn out to be a disastrous left turn. 

The Surface Level: Encoding Objects and Scenes 

The surface level of a text representation includes the particular words and grammatical 
structures included in each sentence. At first glance, the analogy between text comprehen
sion and situation comprehension may not seem useful, because dynamic environment~ 
obviously have different kinds of information than static linguistic information. However, 
at a broader level, the analogy invites us to ask what the words and sentences of a dynamic 
environment arc. Dynamic environments contain objects and structural relationships 
between them that must be encoded (much like words and the grammatical relations 
between them). Thus, as a sentence comprises words and their syntactic relationships, we 
can think of a scene as a group of characteristic objects (De Graef ez a/. 1990; Bar & 
Ullman 1996). 

According to Endsley's (1995) definition of SA, perceptual processing of individual 
units is the first step in situation a~sessment. Many studies have demonstrated that loss of 
SA is often caused by faulty perception. Jones and Endsley (1996) analyzed 262 pilot SA 
errors derived from 143 accidents. They found that 72 per cent of SA errors were due to 
perceptual and attentional processing errors. Durso et at. (1998b) reported that 50 per cent 
of the operational errors caused by air traffic controllers who were unaware that the error 
was occurring had perceptual or attentional errors underlying them. About 44 per cent of 
knives carried in baggage arc not delected when the airport baggage screener fai ls to 
fixate directly on the knife's image, an attentional failure. Even when fixated, 15 per cent 
of the knives went undetected (McCarley et al. 2004). Thus, both attention to and percep
tion of uniL~ in the environment are critical to SA. 

Of course, the surface level involves not just the encoding of individual objects, but 
also the encoding of scenes. Scene identification is very quick, sometimes as fast as the 
identification of a single constituent object (Potter 1976; Friedman 1979; Biederman 
et al. 1982). ln many cases, a single fixation can be sufficient to get the "gist" of a scene 
(Renninger & Malik 2004). For example, Schyns and Oliva (1994; Oliva & Schyns 1997) 
found that scenes could be identified when pictures were presented for only 45- 135 ms. 

Operators extract various cues from the environment in order to perform their task, 
whether it is predicting where the tennis serve will land or whether the approaching air
craft is hosti I e. These cues can be scenes, objects, or parts of objects. For example, Schyns 
and Oliva (1994) round that scenes could be identified from holistic cues like low-spatial 
frequency that preserves the spatial relations between large-scale structures existing in 
the scene without presenting the visual details needed to identify the individual objects. 
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Renninger and Malik (2004) found that humans confuse scenes with ~imi lar textures and 
that texture alone was able to account for correct categorization on eight of the:: ten scene 
categories presented. Thus, scene level into rmation, independent from inlormation relative 
to individual objects, can support scene identification (Biederman 1981, 1988; Schyns & 
Oliva 1994; Oliva & Schyns 2000). 

Surface level processing has been shown to be of fundamental importance in hazard 
perception, o r "situation awareness for dangerous situations in the traffic environment" 
(Horswill & McKenna 2004, p. 155). In typical research. participants watch a monitor 
and press a button when the situation presents a danger. Reaction time and accuracy both 
correlate with on-road evaluations of driving instructors (Mills et al. 1998). Experts detect 
hazards faster than novices (McKenna & Crick 1991; Avila & Moreno 2003), in part 
because experienced drivers know potential hazard locations (see Underwood et al. , 
Chapter 15, this volume). There is some evidence that conceptual categorization of cues 
(i.e., that is a category memhei) can be as rapid as perception of the simple presence of 
the cue (Secrist & Hartman 1993). 

Superior SA can result not only if an operator detects a cue more quickly, hut also if 
the cue is more diagnostic (Salas eta/. 200 1). Expert squash players seem to rely at least 
partially on perceptual extraction of better cues. For example, looking at response latency, 
Howarth et al. (1984) found that experts used information extracted prior to ball contact, 
whereas less skilled players relied on early ball-flight information. Some of this prior-to
contact information seems to be opponent movement (Abernethy et a/. 2001) and some 
seem to be proximal cues (Abernethy & Russell 1987). These results have been replicated 
in a variety of sports (see Abernethy eta!., Chapter 13, this volume). 

Clearly. fa ilures to perceive the cues that indicate a danger can travel down the 
cognitive stream and lead to poor decisions and poor performance. Consider the fact that 
pilots sometimes decide to fly into storms, often with fatal consequences. Ineffective deci
sion-making related to weather has led researchers to try to identify the psychological 
reasons why pilots decide to continue a flight when weather conditions are deteriorating 
(Wiggins & O'Hare 2003) . Faulty perceptual classification seems at least partially to 
blame. 

Wiggins and O'Hare (2003) developed a training program tor novice pilots to facilitate 
identification of cues helpful in recognizing dangerous, weather-related situat ions. One 
strategy that is promising in teaching operators how to recognize relevant cues in the 
environment is cognitive apprenticeship (Druckman & Bjork 1991): Trainees work d osely 
with experts on a series of activities that take place in the real environment. 

Studies investigating the effectiveness of sport-specific perceptual training found that 
players improve their performance after they learn to use visual cues (James & Patrick 
2004). Experiments (Wi ll iams et al. 2002; Farrow & Abernethy 2003) in which tennis 
players were trained with eithe r implicit or explicit cue recognition revealed hetter per
formance of the two groups with respect to a control and a placebo g roup. 

In summary, the literature has clear support that perception is an important component 
of situation comprehension. Perception in a dynamic environment can proceed by sam
pling and identifyi ng objects and scenes, with the latter often occurring as quickly as the 
former. Activation of a scene can proceed from a characteristic constituent object or from 
holistic cues. Once a scene is identified, top-down influences on identification of constitu
ent objects become possible. The perceptual components of SA, such as speed of scene 
identification and the relationship between scenes and objects, have important conse-
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quences for applicatio n. Training programs that focus on surface level processing have 
had succe.ss. 

The Eventbase: Integrating Sequences of Meaningful Events 

1he Textbase in Text Comprehension 

Whereas the surface level representation in text comprehension includes linguistic infor
mation (i.e., the exact words and g rammatical structures in a sentence), the te.x.tbase rep
resents the semantic information that is derived from the linguistic input, including the 
concepts denoted hy word.c; and the ideas denoted by the structural relationships between 
them. For example, "The man was bitten by the dog" and "The dog bit the man" have 
different grammatical structures but express the same idea or proposition. 

Importantly, in addition to the concepts and propositions themselvt::s, rhe textbase rep
resents rhe semantic relationships between them. Such connections can be based on several 
different dimensions, including reference, causality, time, and space. For example, two 
propositions could be connected if they express events that occur in the same timeframc 
or spatial location. Likewise, a connection between two propositions may be represented 
when they refe-r to the ~>arne ent ity. The important point is that the representation of con
cepts and propositions alone is not enough. These elements must also be connected to one 
another, or integr11ted, to form a coherent representation. Furthermore. not only must con
nections between elements within a sentence be represented, but a lso connections between 
the elements in different sentences must be represented for a coherent representation of 
the text. Quite simply, not to represent relations between clements that arc expl icitly stated 
or strongly implied is to incompletely understand a text, and rhus incoherent representa
tions may lead to comprehension failures. Accordingly, an important issue concerns how 
connections between elements are formed. According to the construction-integration (CI) 
theory of comprehension (Kintsch 1988, 1998), only a hmited amount of text material can 
be processed at one time due to limited cognitive capacity. Text comprehension thus pro
ceeds in cycles, with the input in a given cycle roughly equ ivalent to a sentence. Each 
cycle involves two phases of processing. In the construction phase, representational 
"nudes" are created that correspond to the concepts and propositions extracted from the 
linguistic inpl!t. Each node can then activate associated concepts, propositions, and higher
order knowledge structures (e.g., schemata) from long-term memory, wh ich are also 
included as nodes in the developing network. T he other key process involved during the 
construction phase involves the !ormation of connections between nodes, based on various 
factors (e.g., time, space, reference, and causality) . 

The integration phase involves the spreading of activation throughout the network. 
Highly interconnected nodes will accumulate activation, whereas less well-connected 
nodes will lose activation and may drop from the network altogether. As a re~ult of rhe 
spreading activation process, network nodes will vary in their activation level at the end 
of integration. Given the limited capacity of the processing system, the entire network 
cannot he carried over to the next processing cycle because some capacity must be avail
able for the processing of the next input. According to the CI model, the network that 
remains after integration is stored in long-term memory but only the subset of nodes 
with the highest ending activation remain in working memory to participate in the next 
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processing cycle. It is this "carrying over" of nudes from one cycle to the next that allows 
the integration of information across segments of text. Thus, an important part of process
ing is determining what to carry over from one processing cycle to the next- the success 
of integrating information across cycles will depend upon which nodes are carried over. 
The highly activated nodes in one cycle will usually, but not always, represent the infor
mation that is most related to the next input. lf not, the representation will be incoherent 
(i.e., one form of comprehension failure) in the absence of additional processing. 

Empirical Evidence from Text Comprehension Research 

Previous research has provided support tor each of these theoretical claims. Several studies 
have reported evidence for the representation of concepts and propositions (e.g., Kintsch 
et al. 1975; Murphy 1984; O'Brien el al. 1997). for example, Murphy (1984) showed that 
processing a word that introduces a new concept is more time-consuming than processing 
the same word when it refers to an existing concept. Studies involving multiple regression 
analyses have shown monotonic increases in sentence reading times, with each additional 
word introducing a new concept and with each additional proposition in a sentence, after 
controlling for other related variables (e.g., Graesscr el al. 1980; Haberland! er al. 1980: 
Graesser & Berlus 1998; Millis eta!. 1998). 

Research has also provided support for assumptions about the nature of the processes 
involved in constructing the lex.tbase. for example, concerning the claim that input is 
processed in cycles, studies using reading time and eye movement measures have reported 
robust wrap-up effects. The wrap-up effect refers to the finding that reading times are 
substantially longer for the final word of a major clause or sentence than for non-boundary 
words (e.g., Just & Carpenter 1980; Haberlandt et al. 1986; Rayner et al. 2000; but sec 
Magliano et al. 1993). These effects are attributed to the integration process, which pre
sumably takes place at these boundaries. Some research has focused on investigating how 
the elements to be carried over from one processing cycle to the next are selected (e.g., 
Fletcher 1981; Malt 1985; Glanzer & Nolan 1986; Fletcher eta/. 1990; McKoon et al. 
1993). Computational models that simulate text processing based on the principles of the 
CT theory have also been SUl:l:essful at predicting the probability with which humans recall 
particular propositions from a text (e.g., Goldman & Varma 1995; Kintsch 1998; Rawson 
& Kintsch 2004), whkh provides converging evidence tor the plausibility of the hypoth
esized processes. 

The Eventbase in Situation Comprehension 

By analogy to this work on texcbase representations and processes in text comprehension, 
we posit that a complete representation of a dynamic environment involves the construc
tion of an eventbase. Whereas the surface level representation in situation comprehension 
includes perceptual information (e.g., the objects and the spatial relationships between 
them in a scene), the eventbasc represents the semantic information that is derived from 
the perceptual input. 

Sometimes this information is quite distinct from the perl:eptual input. For example, 
an air traffic controller in the tower cab may observe the physical American 767 ascending 
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from Runway 31 to 3 000 feet underneath a nearby Delta 757 that is descending to 3 000 
feet, whereas an air traffic controller in the approach control (TRACON) may receive the 
corresponding information from a radar screen. Although the perceptual input is quite 
different in the two cases, the two air traffic controllers will likely develop a similar 
eventbase representation (e.g., each including a "concept" node for Plane A and a "concept" 
node for Plane B, a "proposition" expressing that Plane A is ascending, a "proposition" 
expressing that Plane B is descending, and the connections between these clements based 
on space, time, and reference). Previous applied research has acknowledged that a visual 
form l:an differ from a representational form (e.g., Woods 1991). On other occasions, the 
information in the eventbase is more dependent on the perceptual input. For example, 
Garsoffky et al. (2002) provide data that suggest that viewpoint is retained in the event
base. Participants watched short (less than 30-second) clips of soccer goals and after each 
clip made yes/no recognition judgments on video stills. Regardless of level of expertise 
or from where in the clip the still was taken, recognition hils showed viewpoint depend
ency. Thus, when witnessing an event, the relationship between perception and semantics 
is less arbitrary than what would be expected from a strict analogy to reading comprehen
sion. However, even when witnessing an event, the evenlbase cannot be equivalent to the 
raw surface level type of information, nor can it be composed entirely of perceptual 
information. 

According to the analogy, only a limited amount of the situation can be processed at 
one time due to limited cognitive capacity. Moray (1990) discusses how limited the 
processing is and how features of the environment allow experienced operators to deal 
with these limits. Industrial operators sample their environment about 2.5 times a second. 
If the environment is well structured, then these brief samples can take advantage of 
redundancies in the world. If it is unstructured, or the operator does not have the experi
ence to take advantage of the structure, then situation awareness wi II he impaired. A 
favorite example is that when free-flying mmhs detect the ultrasonic pulse of a predatory 
bat, they lly a random flight path (Roeder 1962); such evasive actions make the predic
tability of the system low. thus limiting the bat's SA. Further, if the bandwidth of the 
environment is too high, that is if the environment is changing too rapidly, then processing 
will be beyond the operators' brief samples and again SA will suffer. ln most tasks the 
bandwidth is acceptable (e.g., transportation) or divided up into teams (e.g .. Unoccupied 
Aerial Vehicles) or otherwise redul:ed. although there arc cases like low-altitude combat 
flying (Haber & Haber 2003) in which the operator is given explicit training on managmg 
the bandwidth by explicitly learning times required to perform tasks as function of 
altitude. 

Importantly, the cvcntbase also integrates semantic information across scenes. Consider 
a fighter pilot who encodes perceptual information from the instrument panel including a 
radar screen indicating two aircraft to the right, one at 45" and one at 120". The pilot then 
looks through the right window and physically observes one aircraft flying slightly ahead. 
Each scene is encoded in one cycle of processing, much as each cycle of processing during 
text comprehension involves roughly one sentence. However, the information encoded 
from the first scene (the instrument panel) has yet to be integrated with the information 
encoded from the second scene (the view through the window). Perceptual information 
per sc will nut allow the pilot to make the referential connection between the physical 
object on the radar screen and the physical object observed through the window, because 
the two arc quite dissimilar perceptually. However, the connection can be established at 
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the semantic level. From the first scene, the pilot may represent a "concept" for Plane A, 
a "wncept" lor Plane B. a "proposition" expressing that Plane A is ahead of own ship, 
and a "proposition'' expressing that Plane B is behind own ship. If these elements are 
carried over to the next cycle of processing, a referential link may he established with 
the "proposition" from the second scene expressing that a plane is ahead of our pilot's 
plane. 

The analogy leads to the hypothesis that the processes involved in construction of an 
eventbase are similar to those involved in the construction of a texthase. Processing pro
ceeds in cycles, with one scene processed in each cycle {e.g., a driver looking ahead to a 
stoplight, checking the rearview mirror, and then looking out the side window). Nodes 
will be created that correspond to the meaning of the objects in the scene as well as nodes 
expressing the semantic relationships between them. Each node may activate associated 
information from long-term memory. Connections will be formed between nodes based 
on various dimensions (e.g., time, space, reference), and then activation will be spread 
through the network resulting in the pruning of some nodes. Only those elements that are 
most highly active at the end of integration will be carried over to participate in the 
processing of the next scene. 

To discriminate cleanly between the eventbase. which is not influenced by domain 
speci fie knowledge, and the situation model, which is, it is important to consider the ability 
to track changes outside of an area of expertise. Exactly this kind of work was begun in 
the 1960s by Yntema and colJeague~ (Yntema & Mueser 1960. 1962; Yntema 1963). For 
example, in the study by Yntema and Mueser (1960), participants saw an 8 x 8 grid of 
'·doors," with a row representing an object (e.g., object " K") and a column representing 
an attribute (e.g., shape) that could take on four states (e.g., circle, square, triangle, heart). 
Messages read to the participant indicated the value that an attribute had and would c.on
tinue to have until further notice. Occasionally, the procedure was interrupted to interro
gate the participant about the present state of one of the variables (e.g., "What is the current 
shape of object K?"). Yntema and Mucser varied the number of objects with the same 
single attribute to be monitored and the number of attributes for the same, single object. 
Accuracy decreased as the number of attributes whose states were to be remembered 
increased. Monitoring one attribute across different objects was more difficult than moni
toring multiple attributes for one object. For example, keeping track of the shape of eight 
objects was more difficult than keeping track of eight attributes of one object. Proposition
ally, th is might be reprc~cntcd a~ SH APE (K, circle), SHAPE (D, square). SHAPE (N, 
triangle) and so on, vcrsu~ SHAPE {K, circle), FOOD (K, toast), WEATHER (K, stormy), 
and so on. These two cvcnthascs could be represented as in Figure 7.2. 

The cvcntbasc representations in Figure 7.2 suggest why the Yntema results obtain. 
Consider how the processing cycles tor these two sets of descriptions might proceed. For 
the left-hand set, the first processing cycle would involve construction of a concept node 
for "K," a proposition denoting that K was a circle, and the integration of these two nodes. 
These two nodes would be carried over fo r inclusion in the next cycle. However, because 
no connection can be established between these nodes and the subsequent input, they wi ll 
likely be dropped during the spreading activation process of the next cycle. At a minimum, 
the more recent input will be more strongly activated and will thus be selected for carryo
ver to the next processing cycle. Either way, the K nodes will not participate in any addi
tional processing cycles. By comparison, consider the processing cycles for the right-hand 
set. The initial processing cycle would be the same, with construction of the two K nodes 
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Figure 7.2 Eventbase representation of the monitoring task dPscribed in Yntema & Mueser 
(1960) 

and then carryover of those nodes to the next cycle. However, in this case, both nodes can 
be connected to the nodes constructed for the subsequent input based on argument overlap 
(i.e., all propositions contain the argument "K"). Thus, the two original nodes are less 
likely to be dropped from the network during spreading activation. Additionally, even 
though not all four nodes wi 11 be carried over to the next cycle, those nodes that are carried 
over will probabilistically reactivate the other K nodes with which they are now connected 
during the constrUl:tion phase, providing those K nodes with yet another opportunity to 
become linked to other K nodes and to accrue more activation. Importantly. the Cltheory 
states that the retrievability of any given node is partly a function of the activation it 
accrues during processing (which increases with the number of processing cycles in which 
it parlicipates) and the connection strength between that node and the retrieval cue. Both 
of these factors favor the latter set of descriptions, which provides an explanation for why 
recall is greater in this condition. 

integrating across scene~ and eye llxalions to create an eventhasc is, in some ways, 
easier to appreciate in dynamic environments than in reading static text. Scan paths have 
been studied for years. Tt is well known that during the early phases of learning to scan, 
the scan paths are likely to be more variable (Wikman et al. 1998) but less flexible 
(Crundall & Underwood 1998). Recent analyses in some domains are becoming quite 
intricate. Consider driving. Underwood et al. (2003) identified seanpaths of differing 
number of fixations. Given that experienced drivers have better SA than less experienced 
ones, it is unlikely that the advantage is due to simple fixations since Underwood et al.'s 
drivers were comparable in that regard. Fixations were heavily dependent on the immedi
ate past for experienced drivers, but regardless of where the novice d river was looking at 
fixation N, he or she looked at the road far ahead on fixation N + 1. Even lhough the two 
groups experienced the same input (comparable single fixations) the information carried 
from one processing cycle to another (different scan paths) created different eventbases, 
setting the stage for an ultimate difference in understanding. The difference in scanpaths 
can be dangerously different: When novice drivers time share with another in-car task, 
40 per cent of the males looked away from the road for over three seconds, an amount of 
time never seen in the data of experienced drivers (Wikman et al. 1998). 

The information that gets carried from one processing cycle to another in a dynamic 
environment is likely to be complexly determined and a function of both the operator's 
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intention and the environment's ability to capture allention. Consider the study hy Moray 
and Rotenberg (1989). Their participants were monitoring a simulated thermal hydraulic 
system. Of interest here is what happened when a second fault occurred shortly after a 
first. Normally, opcmtors begin to address a fault. within se<.:onds, but because they were 
processing the first fault, the second fault was not addressed for a considerable time. In 
fact, the first fault resulted in a drop in attention to all the other subsystems except the 
one with the initial fault. Moray (1990) notes that the operators occasionally looked at the 
subsystem wntaining the second fault , but failed to do anythiJJg about it Integrating the 
second fault into the event.base would be difficult if all information beyond the l.irst fault 
subsystem were pruned. Operator intention (to fix the first fault) weights first fault infor
mation heavily, increasing the likelihood that it will be carried over, and thus continue to 
have a heavy influence on spreading activation. Other nodes would drop out, or, at a 
minimum, would not be selected for carryover. 

Consider results f rom command, control , and communication settings (C3; Wellens 
& Ergener 1988; Wellens 1993) when multiple threats manifest. Wellens showed that SA 
was harmed as communication broke down due to time stress. Under high time stress 
(events distributed over 10 minutes) compared with low stress (events distributed over 40 
minutes), the dispatchers were more reactive, attended more to their own monitor, showed 
deficits in performan<.:e and resource allocation, and showed poorer recall. According to 
the model discussed in the current chapter, the operator would carry over only part of the 
information - either detail about one emergency at the expense of another, or limited 
information about multiple emergencies. If the former occurs, the operator understands 
one of the emergencies but cogniti vely dismisses the others. If the latter occurs, the opera
tor may carry over some nodes from each emergency, but then not have the information 
needed to integrate the emergencies and thus would not deeply understand any of the 
emergencies. Empirically, the dispatcher often allocated nominal resources to all emergen
cies; thus some node from each emergency makes it to the next cycle, but with little 
coherence. Thus, understanding and communication suffer. 

The Knowledge level: Going beyond Explicit Information 

The Situation Model in Text Comprehension 

The tcxtbase contains the semanti~; information that is denoted by the linguistic content 
of the text. However, text comprehension involves much more than just a representation 
of the meaning of the explicit text content itsel f. In almost all texts, much of the informa
tion necessary for comprehension is only implied or is altogether absent from the text 
Thus, to understand fully the situations or ideas described in texts, readers .must bring a 
great deal of prior knowledge to bear. Integrating relevant prior knowledge with Lhe 
semantic information contained in the textbase gives rise to a representation referred to 
as the situarion model (e.g., Kintsch 1998; Zwaan & Radvansky 1998). 

The nature of the situation model that is constructed for any given text will depend in 
part on the kinds of prior knowledge that are integrated with the text base. Many different 
kinds of knowledge can be involved in text comprehension, from very general world 
knowledge to very domain-specific knowledge, For example, the nature of the situation 
model represented for an expository text often depends on the extent to which the reader 
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has prior knowledge ahout the particu lar topic discussed in the text. Several studies have 
demonstrated that readers with high knowledge within a domai11 construct more complete, 
coherent situation models than do readers with low domain knowledge (e.g., Bmnsford & 
Johnson 1973; Spilich e1 al. 1979; McNamara et a/. 1996). Importantly, high and low 
knowledge readers usuaJJy differ not only in the amount of domain-relevant knowledge 
they have, hut also in the organization of that information. For example, experts within a 
domain are more likely to have well-structured and elaborated menral models, which here 
refers to a representation of the causal (and other) relationships between entities and events 
that are typical across instances of a situation. Mental models can then be integrated with 
explicit text content to guide the construction of a situation model for the particular situ
ation being described in a text. Mental models and situation models can be thought of as 
standing in a type-token relationship. In principle, experts and novices may construct the 
same textbase but still arrive at diftcrent situation models due to differences in the prior 
knowledge they bring to bear, including differences in the completeness, correctness, and 
coherence of their knowledge. 

Orthogonal to the influence of the amount and structure of prior knowledge, the nature 
of a situation model will also depend on qualitative differences in the kinds of knowledge 
incorporated into the text representation. As mentioned above, mental models involve 
knowledge about typical causal relationships between entities and events as well as knowl
edge about typical spatial relationships between entities, typical temporal relationships 
between events, typical goals, emotions, and motivations of protagonists, and so on. Thus, 
situation models are often multidimensional, and the nature of a particular situation model 
will depend on the ex rent to which information along one or more of these dimensions is 
represented. This may depend in par t on the kind of situation being described. The spatial 
dimension may be par ticularly important when reading a descriptive text (e.g., driv ing 
directions) but may be less central when reading other texts (e.g., a romance novel). 
Although some texts describe static envi ronment\, many expository texts and most nar
ratives describe dynamic environments in which the relationships between entities and 
events change along several dimensions. Thus, different texts will require different kinds 
of knowledge and will affo rd diftercnt kinds of situation models. 

The situation model is the level of reprc.,entation that is commonly thought to support 
performance on tasks that require "deep" comprehension, including problem-solving and 
application. Additionally. the situation model is thought to support predictive inferences 
during reading (for di~cussion of the extent to which readers make predictions while 
readi ng, see Millis el at. 1990 ; Fincher-Kiefer 1993; Klin et al. 1999; Cook et al. 
2001). 

Empirical Evidence from Text Comprehension Research 

Several lines of evidence support the claim that situation models are multidimensional 
(e.g., Bloom et al. 1990; Millis et al. 1990; Zwaan et al. 1995; Zwaan & Radvansky 1998). 
For example, Zwaan et at. (1998) evaluated the processing-load hypothesis, acwrding to 
which " the fewer indexes that are shared between the current evem being processed and 
other events in the situation model, the more difficult it should be to incorporate that event 
into the situation model" (p. 201). Zwaan et at. coded each clause in their texts with respect 
to whether that information could be related to the current situation model along several 
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dimension~, including time (if an event occurred in the same time period as the current 
situation), space (if an event occurred in the same time period as the current situation), 
causation (if the situation model contained a causal antecedent for the event), reference 
(if the information referred to an entity in the current situation), and motivation (if an 
action is con~istent with a protagonist's goal). For all dimension~ except for space, reading 
times increased with increases in the number of dimensions along which a connection 
between the current clause, and the current situation model could not be formed (a follow
up study showed that coherence on the spatial dimension also predicted reading times 
when readers memorized a map of the location being described in the text before 
reading). 

Other latency measures have also been used to investigate the situational dimensions 
that individuals monitor while reading (e.g., Glenbcrg eta/. 1987; Zwaan 1996; Scott Rich 
& Taylor 2000). For example. Glenberg era/. (1987) developed t.exts that introduced a 
character and an objecL and the object was then either described as spatially associated 
with or dissociated from the character (e.g., John put on/took off his sweatshirt and went 
jogging). After tiller sentences (a sentence mentioning the character but not the object), 
a probe word naming the object (e.g., sweatshirt) was presented for speeded recognition. 
Reaction times were longer in the dissociated condition than in the associated 
condition. 

The Situation Model in Situation Awareness 

Applied rc~carchers have assumed the existence of situation models with properties like 
time and causation and recognize their applied value. There is evidence of expert knowl
edge helping organize situations. Stokes et al. (1997) had pilots listen to ATC radio com
munications. Expert pilots recalled twice the number of concept words, but recalled fewer 
"Iiller" words than did apprentices. Experts were also asked to "build a mental picture'' 
of the situation and then select from a set of diagrams that best represented the situation. 
Experts outperformed apprentices in matching the correct diagram with the dialogue. To 
Stokes el at. " [experts] are better able ro make practical use of situational schemata to 
impose form on sensory data in real time" (p. 191). 

It is also thought that the temporal and causal properties of a situation model allow 
users to anticipate the future and to direct subsequent encodings and pattern recognition. 
In support, Paull and Glencross ( 1997) conducted a study on baseball players in which 
they compared batters' ability to anticipate the direction of a pitch. Experts, who presum
ably bad a good situation model, were quicker aml more accurate in making predictions 
about the pitch. Paull and Glcnncross point out that the superior knowledge of experts 
allowed them to have better anticipation and to identify in the visual display cues that 
were really useful for the task. In Doane and Sohn (2004) novices were especially poor 
at predicting the result of multiple, meaningfully related control actil' ities, presumably 
hccause the novices did not have the internal model needed to generate predictions from 
the related control activities. 

Sometimes having a model of the situation allows anticipation of the future to be imme
diate and not a matter of choosing among alternatives. In fact, naturalistic decision-making 
(see Sieck & Klein, Chapter 8, this volume; Zsambok & Klein 1997) has a central tenet 
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that perception can lead directly to appropriate action. Perceiving the present tells the 
expert operator about the future. 

Having a model of the si tuation can also help overcome cognitive limits. Por example, 
working memory (WM) limits are well documented, but they do not always manifest. 
Durso and Gronlund (1999) argued that retrieval structures (i.e., long-term working 
memory; LTWM), selection of only important perceptual information, "gistillcation" of 
verbatim information, and chunking arc al l knowledge-dependent avenues that can allow 
the skilled operator to bypass cognitive limitations. Consider Sohn and Doane's (2004) 
work with apprentice and expert pilots. They obtained measures of domain-independent 
spatial WM and knowledge-dependent LTWM. WM was measured using a rotation span 
task, and knowledge was based on delayed recall of meaningfully vs. non-meaningfully 
related pairs of cockpit displays. SA was measured by asking participants if a goal would 
be reached in the next five seconds given a presented cockpit conliguratiun. Of interest 
here was the fact that, in some analyses. experts and apprentices seemed to rely differen
tially on general domain-specilic WM: a~ reliance on domain-specific knowledge 
increased. reliance on general WM decreased. 

Designing for Situation Awareness 

We end our consideration of SA by considering recent research on design. Advances in 
understanding the process of comprehension can greatly contribute to the design of more 
efficient artifacts. Distribution of attention across a display depends on both the display 
and the operator. Changes in the environment by chance or design certainly affect such 
attention allocation. Indeed, cognitive ergonomists have a good understanding of how to 
employ factors like color (Remington et al. 2000) and position (Barfield et al. 1995; 
Wickens & Carswell l995) in the design of effective alarms and displays (Williams 2002). 
The reader is directed to the excellent introduction to display- design principles presented 
in Wickens eta/. (2004). 

Because the importance of maintaining SA and meta-SA has been widely recognized, 
numerous studies have looked at the design of tools that aid in building and maintaining 
them. Tn particular, Endsley eta(. (2003) argue that addressing SA in the design phase is 
the key to achieve user-centered design. 

In order to estabtish some guidel ines on how to design for SA, Endsley et al. (2003) 
first identified eight possible factors (e.g., errant mental models) that might prevent one 
from having good SA. Based on these eight factors, Endsley et al. (2003) formulated a 
series of design principles that should be followed when designing for SA. In particular, 
she suggested: organizing the information around goals; supporting the different phases 
that resu lt in SA (perception, comprehension, projection); making the important cues 
salient; helping reduce operator's uncertainty; being as F>imple as possible; keeping the 
operator in the loop; and supporting the building of shared SA when teams are involved. 
It is important to keep in mind that these guidelines are not effective if not based on the 
SA requirements of the sped fie domain. 

Results of different studies support the fact that designing systems with the specific aim 
of facilitating and enhancing SA is effective. For example, Tlauka eta/. (2000) researched 
the effects of a dual map aircraft di splay - presenting both ego-centered (ERF) and 
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world-centered reference (WRF) frames- on situation awareness. The purpose of a dual 

display of this type is to support the op erator in maintaining both the current navigational 

path, by means of the ERF, and support a more global SA, through the WRF. Results of 

the study showed that, after a moderate a mount of training, both ERF tasks and WRF 

tasks improved when relying on dua l displays. As another example, Van Breda and 

Veltman (1998) compared the usc of perspective displays with the usc of conventional 

plan-like displays in a target acquisition task . The use of per spective radar displays 

allowed pilots a faster target acquisition, appare ntly an SA-dependent behavior. 

Studies investigating the effect of H ighway-In-The-Sky (HITS) suggest that flight path 

awareness is better maintained when using the HITS than when using conventional instru

ments (Ha~kell & Wickens 1993; Wick ens & Prevett 1995). Farley et al. (2000) designed 

an air- ground data-link system with the specific aim of e nabling pilots and air traffic 

controllers to share information expected to enhance SA a nd the resulting decision

making. T he results showed that SA of traffic and weather, as measured by performance

ba~ed te stable responses, improved. A lso, more information sha red led to a more 

collaborative interaction among operators a nd improved safe ty. 

CONCLUSIONS 

In this chapter, we have attempted to draw an analogy between unde rstanding dynamic 

environments and the comprehension literature that has evolved to explain how reade rs 

understand text. From this analogy, we compared methodologies and suggested that meth

odologies useful in illuminating reading comprehension could be adapted to reveal detai ls 

about the processes required to understand dynamic situations. We also sketched a model 

of situation comprehension that can be applied to research conducted under the rubric of 

situation awareness. Central to the situation comprehension model were processes allow

ing encoding object~ and scenes, an eventbase that allowed integration of events, and a 

situation mode l that allowed the operator to employ knowledge of the situation, including 

causal knowledge, to anticipate the future. Finally, it seems to us that modern research on 

comprehension of dynamic environments is ready to benefit f rom m ore de-tailed models 

o f situation com prehension. Experiment<; designed to test the proposed analogy be tween 

text comprehension and situation comprehension would contribute to the development of 

s uch detailed models. 
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